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Abstract. Radio interference may lead to packet losses, thus negatively
affecting the performance of sensornet applications. In this paper, we
experimentally assess the impact of external interference on state-of-the-
art sensornet MAC protocols. Our experiments illustrate that specific
features of existing protocols, e.g., hand-shaking schemes preceding the
actual data transmission, play a critical role in this setting. We leverage
these results by identifying mechanisms to improve the robustness of
existing MAC protocols under interference. These mechanisms include
the use of multiple hand-shaking attempts coupled with packet trains
and suitable congestion backoff schemes to better tolerate interference.
We embed these mechanisms within an existing X-MAC implementation
and show that they considerably improve the packet delivery rate while
keeping the power consumption at a moderate level.

1 Introduction

The increasing number of wireless devices sharing the same unlicensed ISM bands
affects both reliability and robustness of sensornet communications. Sensor net-
works that operate, for example, in the 2.4 GHz band must compete with the
communications of WLAN, Bluetooth, WirelessUSB, and other 802.15.4 devices.
They may also suffer the interference caused by appliances such as microwave
ovens, video-capture devices, car alarms, or baby monitors. Such problems will
increase when more of these devices will be deployed in the near future.

Interference may have a deteriorating effect on communication, as it leads
to packet loss and lack of connectivity. This may result in worse performance
and reduced energy efficiency of sensornets, causing major issues in a number of
application domains, e.g. safety-critical applications in industry and health care.

Studying the impact of interference has been hard because of the lack of
proper tools that enable an inexpensive generation of controlled interference.
Recently, we demonstrated a method to generate customized and repeatable in-
terference patterns using a common CC2420 radio transceiver in special mode [1].
Using that method, we experimentally study the impact of interference on sev-
eral MAC protocols, such as Contiki’s NULLMAC, X-MAC, LPP, and CoReDac;
and TinyOS’s LPL. Our goal is to find effective mechanisms that handle inter-
ference properly. We carry out our experiments in the 2.4 GHz ISM band, which
is also the most crowded one.
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In this paper, we investigate which mechanisms improve the robustness of
communication in congested networks while remaining reasonably energy effi-
cient. In our experiments we identify three methods that can increase the ro-
bustness of sensornet MAC protocols against interference. Since low-power MAC
protocols allow nodes to turn off their radio most of the time, they require some
kind of handshaking. For example, in X-MAC a receiver needs to hear a strobe
and answer with a strobe acknowledgment [2]. In Low Power Probing (LPP), the
opposite happens: a sender waits for a probe from the intended receiver before
it can send the packet [3]. Our experiments show that protocols or parameter
settings that enable potentially more handshakes in case some fail due to inter-
ference are more robust. Another method that we identify is to use packet trains
that enable the sender to quickly send multiple packets that have been accumu-
lated during an interference period. The third method is the selection of suitable
congestion backoff schemes when using Clear Channel Assessment (CCA) and
detecting a busy channel. Based on these findings, we include these mechanisms
in an X-MAC version, and show its improved robustness to interference.

Our contributions are the following. First, to the best of our knowledge, we
are the first to experimentally study how interference affects different MAC pro-
tocols. Second, we identify mechanisms that enable MAC protocols to sustain
high packet delivery rates while using low-power consumption even in presence of
interference. Third, we show experimentally that the choice of congestion backoff
schemes is critical for communication performance and energy efficiency in con-
gested networks. Fourth, we augment an existing X-MAC implementation with
these mechanisms, and demonstrate substantial performance improvements.

Our paper proceeds as follows. Section 2 provides an overview on the in-
vestigated MAC protocols. We describe the methodology and the setup of our
experiments in Section 3. Thereafter, in Section 4 and 5, we present our ex-
perimental results and identify methods that handle interference properly. In
Section 6 we design a new version of X-MAC that implements several of the
identified methods and evaluate its performance. We review related work in Sec-
tion 7 and present our conclusions in Section 8.

2 Background

Medium access control for wireless sensor networks has been a very active re-
search area for the past couple of years, and the literature provides an amaz-
ing number of different implementations and incremental improvements. In our
work, we exploit the four MAC layers available in Contiki (NULLMAC, X-MAC,
LPP, CoReDac) and Tiny OS’ LPL. Section 2.1 briefly describes these protocols,
and Section 2.2 explains the role of CCA in sensornet MAC protocols.

2.1 Overview of used MAC protocols

NULLMAC. NULLMAC is a minimalistic MAC protocol that simply forwards
traffic between the network layer and the radio driver. As such, it does not pro-
vide any power-saving mechanism, and keeps the radio always on. This allows
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Fig. 1. In X-MAC (left), the sender strobes until the receiver is awake and can receive
a packet. In LPP (right), the receivers send probes to announce they are awake and
ready to receive packets.

for the maximum throughput achievable, while consuming the highest amount
of energy. When used with CCA and back-off timers, NULLMAC behaves as a
traditional CSMA-CA protocol. Because of these characteristics, we use NULL-
MAC as a baseline to compare the performance of other protocols, and to verify
the correctness of our setup.

X-MAC. X-MAC is a power-saving MAC protocol [2] in which senders use
a sequence of short preambles (strobes) to wake up receivers. Nodes turn off
the radio for most of the time to reduce idle listening. They wake up shortly
at regular intervals to listen for strobes. When a receiving node wakes up and
receives a strobe destined to it, it replies with an acknowledgment indicating
that it is awake. After receiving the ACK, the sender transmits the data packet,
as shown in in Figure 1(a).

The X-MAC implementation in Contiki has several parameters of significance
to our experiments. Ontime determines the maximum time that a receiver listens
for strobes, whereas offtime specifies the time to sleep between waking up to
listen for strobes. Strobe time denotes the duration a sender transmits strobes
until it receives a strobe acknowledgment from the receiver. In the default Contiki
X-MAC implementation, strobe time = offtime + (20× ontime).

Low-Power Probing (LPP). LPP is a power-saving MAC protocol where
receivers periodically send small packets, so called probes, to announce that
they are awake and ready to receive a data packet [3]. After sending a probe,
the receiver keeps its radio on for a short time to listen for data packets. A node
willing to send a packet turns on its radio waiting for a probe from a neighbor
it wants to send to. On the reception of a probe from a potential receiver, the
node sends an acknowledgment before the data packet, as shown in Figure 1(b).

The LPP implementation in Contiki contains two important parameters.
Ontime determines how long a receiver keeps the radio on after the transmission
of a probe, offtime is the time between probes. We use 1

2
and 1

64
seconds for

offtime and ontime respectively. Another parameter is the time to keep an unsent
packet: Contiki LPP’s default value is 4×(ontime + offtime). If LPP receives a
packet from the network layer when the packet queue is full, LPP discards the
new packet. The queue length is configurable, and the default size is 8 packets.
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Low-Power Listening (LPL). We consider a Low-Power Listening (LPL)
layer that implements an asynchronous wake-up scheme for CC2420 radios [4].
Nodes periodically wake up to detect transmissions. To do so, they rely on CCA
rather than attempting to pick up a full packet. Unlike X-MAC, senders repeat-
edly transmit the entire packet for twice the duration of the wake-up period. In
case of unicast transmissions, the intended receiver may acknowledge the trans-
mission to notify the sender on correct packet delivery so that the sender can
stop transmitting earlier. To implement this functionality, packet transmissions
are interleaved with periods of silence in order to allow ACK transmissions. The
only LPL parameter tunable by the users is the wake-up period.

CoReDac. CoReDac is a TDMA-based convergecast protocol [5] that builds
a collection tree that guarantees collision-free radio traffic. From D-MAC [6]
CoReDac borrows the idea of staggered communication. To avoid collisions
among packets from their children, CoReDac parents split their reception slots
into subslots, and assign one to each child. Packet acknowledgments are pivotal
in CoReDac because they piggyback the assignment information, and they are
used for synchronizing the TDMA-schedules. A node that misses an acknow-
ledgment must keep its radio on until it hears a new one.

2.2 Clear Channel Assessment

Clear Channel Assessment (CCA) is a mechanism used to determine if a wireless
channel is currently free. In wireless MAC protocols, CCA is used to implement
Carrier Sense Multiple Access: each node first listens to the medium to detect
ongoing transmissions, and transmits the packet(s) only if the channel is free,
thus reducing the chance of collisions. CCA is typically implemented by com-
paring the Received Signal Strength (RSS) obtained from the radio against a
threshold. The channel is assumed to be clear if the RSS does not exceed the
given threshold. As false negatives result in collisions and false positives cause
increased latency, the choice of the threshold is critical [7]. When using CCA to
perform CSMA, backoff schemes play an important role. There are two types of
backoff: congestion backoff and contention backoff. The former controls the wait-
ing time between consecutive assessments if the channel is not clear. The second
controls the waiting time before a retransmission after a collision is detected.

3 Methodology

In our experiments, we use a set of MAC protocols from both the Contiki and
TinyOS operating systems. To set a protocol’s parameters, we look at the con-
figurations used in popular, low-rate data collection applications [8, 9] that em-
ployed similar MAC protocols. These parameters are in general not set to per-
form optimally under interference.

3.1 Generating Controllable Interference

In our experiments we use a method proposed by Boano et al. [1] to generate
customized, controllable, and repeatable interference patterns using common
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sensornet devices. This method enables the generation of precisely adjustable
levels of interference on a specific channel, by exploiting the special test modes
of the radio chip.

3.2 Performance Measurements

We use Contiki’s software-based power profiler [10] to measure power consump-
tion. For the experiments concerning TinyOS, we have implemented the same
mechanism in TinyOS. For computing the power consumption, we assume a cur-
rent of 20 mA for the radio in receive mode, and a voltage of 3 V, as measured
by Dunkels et al. [10]. In all our experiments, the power consumed by the radio
in receive mode (RX power) is much higher than the one used for transmitting
(TX power). Because of its strobe mechanism, X-MAC has the highest TX power
among the MAC protocols that we examine. At 60% interference, the TX power
is around 1 mW, whereas the RX power is almost 20 mW. For LPP instead, the
TX power is usually between 0.1 and 0.2 mW only. The power values represent
the average power during the full experiment. Since the RX power is at least
an order of magnitude larger than the TX power in our experiments, we display
only the RX power in our graphs.

3.3 Experimental Setup and Interference Model

In our experiments we put three nodes near each other: a sender, a receiver, and
an interferer. The latter interferes using the CC2420’s maximum output power
level (31), while the sender and the receiver use TX power level 7. The placement
of the nodes and their power levels ensure that an active interferer blocks any
ongoing communication between the sender and the receiver.

Interference may result from other packet radios (Wi-Fi, Bluetooth, and other
sensor networks) operating in the same frequency band, and from other electro-
magnetic sources such as motors or microwave ovens. Unfortunately, at the time
of writing, there are no accepted interference models – an important research
issue by itself that is beyond the scope of this paper. Hence, we resort to two sim-
ple models here. The bursty interferer models continuous blocks of interference
with uniformly distributed duration and spacing. This type of interference may
be caused, for example, by Wi-Fi or Bluetooth transmissions. The semi-periodic
interferer also models continuous blocks of interference, but the duration of the
periods and their spacing have smaller variance. This type of interference may
be caused, for example, by a sensornet performing periodic data collection.

Bursty Interference. In order to describe the transmission and interference
patterns, let us define the following random variables:

– S: Bernoulli random variable with parameter 0.5;
– R: Uniformly distributed over [0, 100];
– Q(x): Uniformly distributed over [0, x].

Interference follows continuous off/on periods, and is dictated by a simple
two-state discrete Markov process, as depicted in Figure 2. C denotes the clear



6 Boano, Voigt, Tsiftes, Mottola, Römer, and Zuniga
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Fig. 2. The interference model used in our experiments.

channel state, and I denotes the interference state. The transitions between the
two states is specified by S. At each step of the Markov process, we obtain
a time period, R × Q(x), that determines the duration of the next state. For
example, assuming that we move to state I and that we obtain values R = 40
and Q = 20, the next period will be an interference period of length 40 × 20 ×
0.3 ms=240 ms (0.3 ms is a constant factor). Q(x) is used to scale the burstiness
of the interference. A higher value represents longer interference slots, such as
the ones caused by bursts of Bluetooth or Wi-Fi traffic, whereas a lower value
represents shorter transmissions. In the experiments we will select a configuration
with long interference slots (x = 50) that we call long bursts, and a configuration
with shorter slots (x = 8) that we call short bursts.

Semi-Periodic Interference. The semi-periodic interferer is a 2-stage process.
As described above, we have a clear channel C and an interference I states.
The process stays in state I for a time that is uniformly distributed between
9

16
seconds and 15

16
seconds. After the transition to state C, it stays in this state

for a time that is uniformly distributed between 3

4
×clear time and 5

4
×clear time,

where clear time is a parameter that determines the rate of interference.

4 Experimental Evaluation: the Performance of MAC

Protocols under Interference

In this section we report on the performance of several MAC protocols under
the different interference patterns described in the previous section.

4.1 Semi-periodic Interference

In our experiments, the sender transmits unicast packets with a payload of 22
bytes to the receiver in a time uniformly distributed between 0.75 s and 1.25 s. We
collect the measurements until several thousands packets have been transmitted.
We use a semi-periodic interference pattern as described in Section 3.

Figure 3 shows the results of our experiments with different MAC protocols
tested against varying interference rates. As expected, the PRR in NULLMAC
decreases linearly with the interference rate, following the rule 100% minus the
interference rate, which is the probability that a packet is not interfered (Fig-
ure 3(a)). The RX power consumption when using NULLMAC is 60 mW inde-
pendently on the interference pattern, since NULLMAC keeps the radio always
on (Figure 3(b)). This confirms the validity of our setup, described in Section 3.

Figure 3(a) shows that all variants of LPP have fairly high packet reception
rates compared to the other protocols we consider. Among LPP-based solutions,
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Fig. 3. MAC protocols performance under semi-periodic interference.

the best performance is obtained with LPP-PAR, where the receiver transmits
a new probe immediately after a packet reception. By doing so, the sender can
drain its queue when the interference clears and sustain a high PRR also under
high interference by deferring transmissions until interference is over. LPP-PAR
outperforms both the standard LPP version, and the so called LPP-Q1, that
does not have a queue: a new packet from the upper is discarded in case the
previous one has not been transmitted by the MAC layer. At an interference
rate of 42%, LPP-Q1 still achieves a PRR of about 80%, showing that even only
two probe attempts provide more opportunities to deliver a packet than other
solutions.

Figure 3(b) shows that the power consumption of LPP-Q1 is lower than the
standard LPP one. The reason comes from the lower PRR shown by LPP-Q1:
with fewer packets to be transmitted, the radio is turned off more often. This
difference becomes very apparent at an interference rate of 60%, where LPP has
its radio turned on almost all the time since there is almost always a packet in
the queue waiting to be transmitted. In contrast with the default LPP, LPP-
PAR can quickly drain its queue during interference-free periods and hence turn
off quickly its radio, saving a substantial amount of power.

X-MAC’s packet reception rate is similar but slightly higher than NULL-
MAC’s (Figure 3(a)), since in X-MAC the sender’s strobe time is a little longer
than the receiver’s off time. Hence, the receiver has in average more than one
chance to hear a strobe. Furthermore, under a semi-periodic interference pattern,
it is unlikely that interference comes into effect during the exchange of strobe,
acknowledgment, and data packet, which take very little time. Therefore, if the
strobe succeeds, the entire operation most likely successfully completes. The
same reasoning also applies for CoReDac when the interference rate is 20% or
lower. At higher interference, however, CoReDac looses synchronization and its
performance drastically degrades.

With regard to LPL, we observe two modes of operations along the PRR
axis in Figure 3(a). When the interference rate is lower than 60%, the CCA
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Fig. 4. MAC protocols performance under bursty interference.

mechanism is reasonably effective at detecting the presence of interference, and
packet losses occur mostly because of data corruption during the transmission.
Indeed, we verify that an increasing number of packets are received but do not
pass the integrity checks. The increasing power consumption shown for LPL in
Figure 3(b) is simply an effect of the decreasing PRR: the fewer packets are
received, the less likely is the sender to receive the acknowledgment and stop
the transmissions earlier. On the other hand, at 60% interference it is often the
case that the CCA mechanism never finds the channel free. After a maximum
number of reattempts, the packet is dropped on the sender side, causing a drastic
decrease in PRR. However, without even transmitting the packet, not much
energy is spent on the sender side. This is confirmed in Figure 3(b), where the
power consumption at 60% interference is still comparable to other settings.

Our results suggest that more handshakes opportunities improve the PRR
in interfered networks. When comparing different LPP versions with each other,
we can see that we can achieve a low power consumption and a high PRR using
LPP-PAR, thanks to its queue drain when a period of interference has ended.

Impact of Queue Size on Performance. Our experiments clearly show that
the queue size may drastically change the performance of a MAC protocol under
interference. We investigated the impact of the queue size both on power con-
sumption and packet reception rate by running LPP with different queue sizes
under 60% semi-periodic interference. Our results show that a queue size of four
packets guarantees good performance.

4.2 Bursty Interference

We carry out the same set of experiments in presence of bursty interference
(x = 50, see Section 3), and different transmission rates, in order to investigate
how performance changes depending on the network load. Figure 4 illustrates
the results.
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For most MAC protocols the PRR does not change depending on the trans-
mission rate (Figure 4(a)). In most cases, indeed, the interference rate is what
ultimately determines the observed PRR. An exception is LPP-Q1, where the
PRR increases by almost 10% when the application transmits packets less fre-
quently. The reason is that with higher transmission rates, a packet cannot be
sent before the application hands the next packet to the MAC layer, and thus
the latter packet is discarded. This can either happen with long periods of inter-
ference, or when periods of interference overlap with the instants in which the
receiver sends probes.

5 The Impact of Clear Channel Assessment and

Congestion Backoff under Interference

While many contention-based MAC protocols implement CSMA, one could also
start transmitting a packet without carrying out CCA. The latter approach saves
the CCA overhead of listening to the channel and switching the radio between
send and receive modes, which may take hundreds of microseconds [11]. Few
retransmissions consume a negligible amount of power compared to a continuous
use of CCA. An increased probability of collisions may be negligible in low data
rate applications, but not in settings with high interference.

A second aspect that affects the performance of CSMA-based MAC protocols
such as B-MAC [12], WiseMAC [13], and BoX-MAC [14] is the backoff algorithm
that adapts the scheduling of CCA executions to wireless channel conditions. B-
MAC, for example, uses by default a small random congestion and contention
backoff time, but does also support user-defined backoff schemes. BoX-MAC
uses a randomized long congestion backoff period in the order of a few hundred
milliseconds.

In this section we identify (1) the scenarios where adopting CCA improves or
decreases the performance of MAC protocols under interference, and (2) if the
choice of the congestion backoff scheme plays a pivotal role under interference.
We investigate these issues in terms of energy efficiency and latency.

5.1 Experimental Setup

In our first experiment, we compare a scenario in which CCA is not used (and
packets are sent without a carrier sense) with one in which a node sleeps after
detecting a busy channel for a congestion backoff time BC . We explore different
types of backoff algorithms, in particular null (no waiting time), constant (wait-
ing time uniformly drawn from a fixed backoff window), linear (backoff window
increases by a constant amount after failed CCA), quadratic (backoff window
squared after failed CCA), and cubic (backoff window cubed after failed CCA).

We select an initial backoff time randomly short and we eventually increase
it according to the backoff algorithm. We further study a variant where the
backoff is truncated after R = 8 CCA attempts. We use the CC2420’s default
CCA threshold.
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Our experimental setup is described in Section 3. The transmitter sends N
packets towards the receiver at different transmission rates. Each packet has to
be acknowledged within 1

64
seconds.

We further investigate two different strategies for scheduling retransmissions.
With the first approach, queued packets are retransmitted immediately after
timeout. With the second approach, the sender turns off its radio after a timeout
occurs, and the queued packets are retransmitted according to the original packet
transmission rate (e.g. after 0.5 seconds if we transmit 2 packets per second).
We measure the latency required to transmit the sequence of N packets and
the total amount of energy consumed by the radio of the sender. The latter
is appropriate because interference mainly affects the sender, assuming that a
receiver can distinguish valid data from interference and go back to sleep in case
of the latter. The sender node runs NULLMAC with or without CSMA, and its
radio is turned off after the reception of an ACK (or after the timeout fires), and
turned on again for the next transmission. Since we are only interested in the
energy consumption of the sender, the receiver keeps the radio on all the time.
To isolate the effect of CCA from that of other MAC mechanisms, we avoid
mechanisms such as LPL and the associated use of long preambles.

5.2 Experimental Results

In the first set of experiments, we evaluate the communication performance
when transmitting N = 50 packets at the highest available rate, and compare
transmissions with and without CSMA. We average the results after sending
several thousand packets. Figure 5 shows the results. As expected, the more
aggressive the backoff strategy is, the lower is the energy required to complete
the transmission. The latency increases proportionally with the backoff delays,
however, indicating a tradeoff between energy consumption and latency. The
energy consumption is, however, significantly reduced when not using CSMA,
but using aggressive backoffs such as quadratic and cubic algorithms on a channel
that is interfered more than 20% of the time. We can also see that truncating
the backoff window yields a good balance between energy and latency.

In the scenario presented above, the packets are retransmitted as soon as the
timeout event occurs. If queued packets are retransmitted back-to-back under
interference, there is a significant waste of energy due to the medium still being
busy, while a retransmission based on the original transmission rate increases the
overall latency. To quantify these issues, we carry out another experiment with
different periodic transmission rates. We transmit bursts of N = 10 packets
with and without CSMA, using null, linear, and quadratic congestion backoff
schemes. Then we apply a bursty interference pattern with long bursts (x = 50)
and measure the latency and energy consumption at the sender side, averaging
the results of several hundred bursts.

Figures 6 and 7 show the results. As expected, if queued packets are retrans-
mitted back-to-back, the approach without CSMA performs poorly. A config-
uration with quadratic congestion backoff requires only 5% of the energy used
without CSMA with an acceptable latency because of the fewer attempts. If,
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Fig. 6. Latency measured at the sender side when sending bursts of N = 10 packets
at different transmission rates, with different retransmissions schemes.

instead, queued packets are retransmitted according to the original transmission
rate, the protocol that does not adopt CSMA performs better in terms of energy
efficiency. This is because it attempts to transmit only at the instants defined
by the transmission rate, while the approach with CSMA and backoff tries to
find the first instant at which the medium is free, often without success. This
makes the approach without CSMA more energy-efficient, but comes with an
increased latency when sending at low transmission rates, such as one packet ev-
ery 5 seconds w.r.t. CSMA transmissions. As in the previous experiment, a more
aggressive congestion backoff scheme such as the quadratic algorithm shows a
good balance between latency and energy consumption.

In addition to the above experiments with long bursts, we also carried out
experiments with shorter bursts (x = 8, see Section 3). Due to space constraints
we do not show the results here. These experiments indicate a better perfor-
mance of protocols using CSMA, because shorter slots will imply a lower energy
consumption since the channel will be sampled a smaller amount of times.
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Fig. 7. Energy consumption measured at the sender side, when sending bursts of N =
10 packets at different transmission rates, with different retransmissions schemes.

In conclusion, our experiments demonstrate that the choice of congestion
backoff scheme plays a pivotal role for MAC protocols that use CCA. These
results act as a guideline for protocol designers. A CSMA approach with a
quadratic backoff –truncated or not– performs well in most scenarios.

6 Improvements

The results presented in Section 4 show two methods that can make MAC proto-
cols more robust against interference: (1) holding a packet longer so that multiple
handshake attempts are possible, and (2) implementing packet trains as a means
to quickly send multiple packets that have accumulated during interference. Sec-
tion 5 further shows that the power consumption can be reduced by applying
suitable congestion backoff schemes when using CCA. We extend the X-MAC
implementation in Contiki 2.3 with these mechanisms, and evaluate it under
random interference patterns.

6.1 Design and Implementation of a Robust X-MAC

We design a new version of X-MAC, called X-MAC/Q, that is able to maintain
high packet reception rates and low power consumption despite being challenged
by interference. The new version contains a packet queue implemented by using
a statically allocated array of packets and their corresponding attributes. By
default, the queue stores up to four packets, the optimal value for LPP as dis-
cussed in Section 4.1. Since only unicast packets are acknowledged in the X-MAC
protocol implementation, we only queue unicast packets.

Packet Queue with Fast Drain. Unlike the original implementation of X-
MAC in Contiki, our augmented implementation revolves around the packet
queue. This distinction starts from the existing packet transmission method,
qsend packet(), where all unicast packets are put into a queue. The packets will
not be sent directly, but instead linger shortly for a configurable time ( 1

32
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Fig. 8. Our experiments show that the proposed mechanisms increase the robustness
of X-MAC to interference.

in our experiments.) The linger time makes it possible to accumulate packets
into the queue, which allows the layer on top of X-MAC to create a burst of
packets. When the accumulation timer has expired, X-MAC/Q gets the oldest
packet from the queue, and immediately starts sending strobes to the addressed
receiver of the packet. To enable fast queue draining, each strobe contains the
amount of packets for the destination that the sender has in its queue. If the
sender receives a strobe acknowledgment within a configured waiting time, it
sends one packet at a time, including the strobe procedure, separated by a very
short time ( 1

128
s) instead of the usual duty-cycle interval. If the sender does

not receive the strobe acknowledgment, a new attempt comes after 1

32
s. Packets

are removed from the queue when they have either been successfully sent, or
timed out after 10 s. The X-MAC reception method requires only two changes.
First, each received strobe will contain the amount of packets x that the receiver
should receive in a train. Second, the receiver stays awake until it has received
x packets since the strobe.

Clear Channel Assessment with Congestion Backoff. Based on the results
in Section 5, we extend X-MAC/Q to include clear channel assessments with
a linear and a quadratic congestion backoff timers. The version with the linear
backoff is called X-MAC/QL, whereas the version with quadratic backoff is called
X-MAC/QQ. Before sending out the first strobe the new versions turn on the
CCA to check if the channel is clear. If the CCA check fails, we wait for ( 1

128
×

number of attempts) or ( 1

128
×number of attempts2) milliseconds before another

attempt for X-MAC/QL and X-MAC/QQ respectively.

6.2 Experimental Evaluation

We repeat the experiments with the bursty interferer described in Section 4.2
using our improved versions of X-MAC. For comparison, we also show the LPP-
PAR and another X-MAC improvement that we call X-MAC/LT. X-MAC/LT
is similar to X-MAC except for one parameter, strobe time, which we increase
from offtime + 20 × ontime to 4 × offtime + 20 × ontime. Because X-MAC/LT
holds packets longer, we expect a higher PRR compared to X-MAC.
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Figure 8 shows that both X-MAC/Q and X-MAC/LT significantly increase
the PRR compared to the default X-MAC. When the applications send one
packet every two seconds, the PRR is similar to the one of LPP-PAR. Also,
both new X-MAC versions show a similar rate, but the left graph in Figure 8
shows that the power consumption is much higher for X-MAC/LT than for
X-MAC/Q. X-MAC/QQ and X-MAC/QL achieve a good PRR with very low
power consumption. Since both protocols wait for an increasing amount of time
when the medium is kept busy, they send less strobes and avoid to wait for
strobe acknowledgments that will not arrive, thus saving a significant amount of
power. Compared to X-MAC/QQ, X-MAC/QL consumes slightly more energy
but achieves a higher PRR. This follows the results presented in Section 5.2: the
linear backoff causes more frequent samples of the channel than the quadratic one
does, leading to higher power consumption. On the other hand, the quadratic
algorithm may grow its sampling interval exponentially up to a point where
expired packets will be removed from the queue.

In all our experiments, we set the protocol parameters based on the confi-
gurations of similar MAC protocols in popular applications [8, 9], since our goal
is not to optimize parameters but to identify mechanisms that enable good per-
formance during interference. One way of increasing the handshake frequency
would be to change the parameters. In X-MAC, this is the offtime parameter.
We have rerun the same experiment as in Figure 8, but halved the offtime to
1/4 s for X-MAC and X-MAC/Q. Our results show similar improvements in PRR
and power consumption for both protocols. For the CCA versions with a linear
backoff, the improvements of the PRR were smaller but the power consumption
was decreased by around 40%.

In summary, our results show significant improvements of the packet recep-
tion rate for X-MAC/Q with a moderate increase in power consumption. X-
MAC/QQ and X-MAC/QL’s power consumption is even lower than X-MAC’s
despite that they achieve a much higher PRR.

7 Related Work

Radio interference has been a topic of significant interest in the sensor network
community. Most of the earlier work focused on deriving fair transmission sched-
ules by synchronizing the transmission of neighboring nodes in the presence of
interference [15–18]. Our work also addresses MAC performance, but our goal
is to identify experimentally some mechanisms that improve the robustness of
MAC protocols against interference.

Zhou et al. present some important differences between the interference be-
havior of real and ideal scenarios [19, 20]. Others study interference effects on
real deployments: Rangwala et al. propose an interference-aware fair-rate con-
trol evaluated on real hardware [21]. Others have proposed frequency hopping
solutions for 802.15.4 networks in order to overcome Wi-Fi interference [22, 23].

Motivated by the empirical works mentioned above, we (1) analyze experi-
mentally the impact of interference on various MAC protocols, and (2) propose
mechanisms to increase packet delivery rate and reduce energy consumption.
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An important group of work pertaining to this study is the set of notable
MAC protocols evaluated on empirical testbeds, in particular X-MAC[2], LPP[3],
LPL[12]. Most of these evaluations focused on energy efficiency and delay under
different traffic patterns while we evaluate the protocols behaviour under various
degrees of interference. Bertocco et al. investigate efficient CCA thresholds in
presence of in-channel wide-band additive white Gaussian noise [7]. In this work,
we study the role of CCA and congestion backoff schemes with respect to energy
consumption and latency under generic patterns of interference. So far, thorough
studies on backoff schemes have been performed only with respect to contention
resolution [24], [25], and [26], where Jamieson et al. propose a MAC protocol that
uses a fixed-size contention window and a non-uniform probability distribution
of transmitting in each slot within the window.

Moss and Levis envisioned how a long congestion backoff could at the same
time optimize energy and delivery rates in congested networks [14]. However,
they do not determine optimal backoff periods and do not quantify the effects of
different schemes. We demonstrate experimentally the impact of the congestion
backoff time on energy efficiency and latency in networks with high interference.

8 Conclusions

In this paper, we experimentally study the impact of interference on several MAC
protocols. Using the results from our experiments, we identify mechanisms that
make MAC protocols more robust against interference. We augment an exist-
ing X-MAC implementation with these mechanisms, and demonstrate improved
packet reception rates and reduced power consumption in cases where the radio
communication is challenged by interference.
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